Near-surface water vapor over polar sea ice is always near ice saturation
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[1] During our yearlong participation in the Surface Heat Budget of the Arctic Ocean experiment (SHEBA), we found the measured relative humidity, figured for saturation with respect to ice, to almost always be near 100%. Often, multiple humidity sensors even showed supersaturation. Four months of observations over sea ice in the Antarctic showed the same behavior. These frequent, ubiquitous, and reproducible measurements are too compelling to discount. We hypothesize that the high relative humidity is a consequence of plentiful water vapor given up by leads and polynyas. We thus develop a simple time-dependent vapor budget model that we solve analytically to assess the role of leads in supplying water vapor to the polar atmospheric boundary layer. The solution to that model shows that (1) because the polar marine boundary layer is generally thin, its timescale for reaching moisture equilibrium is much shorter than the timescale of the synoptic processes that tend to disrupt equilibrium, and (2) because they have relatively warm surfaces, open leads and polynyas supply water vapor more rapidly than the surrounding sea ice surface can remove it, despite an open water fractional area that may be only 5%. In concert, the two processes commonly lead to water vapor densities in the boundary layer over sea ice that are near the value for ice saturation. INDEX TERMS: 3307 Meteorology and Atmospheric Dynamics: Boundary layer processes; 3349 Meteorology and Atmospheric Dynamics: Polar Meteorology; 3394 Meteorology and Atmospheric Dynamics: Instruments and techniques; 4540 Oceanography: Physical: Ice mechanics and air/sea/ice exchange processes; KEYWORDS: air-sea-ice interaction, humidity measurements, leads, polar marine boundary layer, SHEBA, water vapor

1. Introduction

[2] During our yearlong deployment for the Surface Heat Budget of the Arctic Ocean experiment (SHEBA), we frequently experienced fog, rains of “diamond dust,” and episodes of severe hoarfrost and rime that accumulated on any and all structures. These casual observations suggest that the near-surface relative humidity is often near ice saturation over Arctic sea ice.

[3] Besides these qualitative observations, however, we had the most extensive array of humidity sensors ever assembled on sea ice—more than a dozen instruments spread
among several sites. All of these agreed that the near-surface relative humidity, figured with respect to ice saturation, is very near 100% year-round. Another humidity sensor that operated for four months in 1992 on Ice Station Weddell confirmed the same observation over Antarctic sea ice.

Sverdrup [1933, p. 250 ff.] reported the same result over 60 years ago based on 150 observations during the Norwegian North Polar Expedition on the Maud. Data collected during the 1893-1896 drift of the Fram, though less reliable, also suggest relative humidities above 90% with respect to ice in all seasons [Persson et al., 2002]. Likewise, Vowinckel and Orvig [1970, p. 206 ff.] argued that, in winter in the Arctic Basin, the relative humidity with respect to ice should be 100% or better; while the Treshnikov [1985, p. 78] atlas shows one climatological plot for January with the surface-level relative humidity over the entire Arctic Ocean at or above ice saturation.

Because of the difficulty in measuring humidity at low temperature and the consequent absence of a definitive polar climatology, not all have recognized this prevalence of near-saturation. For example, although he based his choices on the best data available at the time, Maykut [1978] assumed that the monthly mean relative humidity with respect to ice saturation in the central Arctic in the winter was 90% and in other months was between 91 and 96%. On analyzing 45 station-years of data from the Russian North Pole (NP) drifting stations, Lindsay [1998] produced monthly averaged values of relative humidity with respect to water. On converting these to relative humidity with respect to ice, we see that his winter means correspond to values well above ice saturation, while his summer means correspond to values significantly below ice saturation. Finally, after analyzing radiosounding data from the NP stations, Curry et al. [1995] concluded that, from 15 September through 1 May, the relative humidity in the layer between the surface and 850 mb over the Arctic Ocean is about 93% with respect to ice saturation. They speculated that falls of ice crystals constrain the relative humidity to ice saturation or below.

Here we treat this question of the relative humidity over sea ice. We show with multiple SHEBA humidity sensors that, although the relative humidity with respect to water and the variability in the relative humidity with respect to ice have annual cycles, the mean value of the relative humidity with respect to ice has very small month-to-month variability. We also develop a simple atmospheric boundary layer model to explain why the relative humidity over perennial sea ice is near ice saturation. This model also helps us understand why the relative humidity over another saturated surface, the open ocean, is typically well below saturation. Finally, we identify apparent measurement errors in our humidity sensors at temperatures below −25°C and discuss how these affect our conclusions.

The main objectives of SHEBA are to develop better parameterizations for the surface heat budget of an ice-covered ocean and to better understand the feedback among...
clouds, radiation, and surface albedo. The humidity of the atmospheric boundary layer is rolled up in all of these processes. It is part of the driving term that dictates the turbulent surface flux of latent heat, which is a component of the surface heat budget. Likewise, the relative humidity in the boundary layer influences the abundance and size distribution of the droplets in low-level clouds that, in turn, control the components of both the longwave and shortwave radiation at the surface. Our finding that the near-surface relative humidity over perennial sea ice is near ice saturation year-round could, thus, reduce observational demands and may let modelers simplify some of the parameterizations required to compute the surface heat budget.

2. Observations

SHEBA is an international, multidisciplinary program of research into the processes that influence the surface heat budget of the Arctic Ocean [Moritz et al., 1993; Moritz and Perovich, 1996]. Its experimental center was the Canadian Coast Guard icebreaker Des Groseilliers, which spent 2 October 1997 to 11 October 1998 frozen into sea ice and drifting from the Beaufort to the Chukchi Sea and then into the Arctic Ocean [Perovich et al., 1999].

The main emphasis of the SHEBA Atmospheric Surface Flux Group (ASFG) was to measure all the components of the surface heat budget at the main camp and at several remote locations [Andreas et al., 1999; Persson et al., 2002]. To develop parameterizations for these fluxes, however, we also measured mean meteorological quantities, such as wind speed, temperature, and relative humidity, at the same sites. Many of our instruments in the main camp were mounted on a 20-m tower about 300 m from the Des Groseilliers. This tower had five levels of identical instruments at nominal heights of 2, 3, 5, 9, and 18 m. The temperature and humidity sensors on this tower were Vaisala model HMP235’s. For measuring humidity, these use Vaisala’s popular Humicap, which is a capacitance sensor that reports the relative humidity with respect to saturation over water. Both the temperature and humidity sensors were mounted on the tower in aspirated radiation shields.

The ASFG also maintained four remote sites ranging in distance between 0.4 and 10 km from the Des Groseilliers. We identified these four remote sites as Atlanta, Baltimore, Cleveland, and Florida—the teams that were playing in the Major League Baseball Championship Series while we were building the SHEBA camp in the fall of 1997. Each site was instrumented with a portable automated mesonet (PAM) station designed and built at the National Center for Atmospheric Research as a principal component of the NCAR Integrated Surface Flux Facility. These were Flux-PAM stations that measured all the quantities we measured on and around the main tower [Militzer et al.,...
1995] but at one level only, typically 1.8 m for the relative humidity and temperature. The humidity sensors on the Flux-PAM stations were also Vaisala probes, the model HMD50Y. These use the Intercap, an interchangeable capacitance element, as their humidity sensor. As on the main tower, these temperature and humidity sensors were in an aspirated radiation shield.

[11] The SHEBA Project Office (SPO) maintained two 10-m towers in the main SHEBA camp to provide routine meteorological data. One was on the sea ice to the port side of the Des Groseilliers; the other was on ice on the starboard side. Each tower had Vaisala HMD50-U relative humidity sensors at 2 and 10 m; the sensing element in each of these was also the Intercap. Again, each sensor was in an aspirated radiation shield. The values reported in the SPO data set are from the tower with the best exposure to undisturbed conditions.

[12] The humidity sensors on the PAM stations were calibrated before the SHEBA experiment at −15°C in the NCAR Sensor Calibration Laboratory, and all the SHEBA humidity sensors we use here were calibrated after the experiment in the same facility. Briefly, these calibrations showed that our sensors were accurate to within about 2–4% in relative humidity for humidities typical of the SHEBA environment. More specifically, the ASFG tower humidity sensors tended to read low by 1–5%, the PAM sensors tended to read low by 2–4%, and the SPO sensors fell into two groups. SPO sensors used up to SHEBA day 610 tended to read high during the post-experiment calibration by 1–4%, while replacement sensors installed on about day 610 tended to read low by 1–3%. Web sites at http://www.met.nps.navy.mil/~guestps/sheba/ and http://www.atd.ucar.edu/sssf/projects/sheba/ provide more information on our SHEBA instruments and these calibrations.

[13] Figures 1–3 show hourly averaged values of temperature and relative humidity from a representative sample of these 13 humidity sensors. As we mentioned, the fundamental humidity variable that each instrument reported was the relative humidity with respect to water (RHw). That series is the dotted line in each plot. We converted this value to the relative humidity with respect to ice saturation (RHl) using

\[
\text{RH}_l = \text{RH}_w \left[ \frac{c_{\text{sat},w}(T_a)}{c_{\text{sat},l}(T_a)} \right].
\]

Figure 3. As in Figure 1, except these data come from the 2-m level of the best exposed of the two towers maintained by the SHEBA Project Office.
Here $T_a$ is the measured air temperature in degrees Celsius, $P$ is the barometric pressure in millibars, and the saturation vapor pressures over water and ice, $e_{\text{sat,w}}$ and $e_{\text{sat,i}}$, respectively, are in millibars. That $R_{Hi}$ series is the solid line in the upper panel of each plot.

[14] In each plot, the air temperature reaches a minimum near $-40^\circ$C around 1 January 1998. The relative humidity with respect to water is at or near its minimum value of 60–70% at approximately this same time. From there it begins a gradual climb toward its summertime level of 100%. The relative humidity with respect to ice, on the other hand, shows little seasonal change in its mean; it hangs around 100% throughout the year. Its variability is much less in winter than in summer, though.

[15] All the other SHEBA humidity sensors show this same behavior: $R_{Hi}$ ranges from values as low as 60–70% in winter to 100% in summer, while $R_{Hi}$ has a mean that is within a few percent of 100% year-round.

[16] During the four-month drift of Ice Station Weddell (ISW) in the western Weddell Sea in the austral fall of 1992 [ISW Group, 1993; Andreas and Claffey, 1995], we made additional humidity measurements over sea ice. For these, we used a General Eastern 1200MPS cooled-mirror dew-point hygrometer mounted 5 m above the sea ice surface. In this instrument, platinum resistance thermometers are used to sense both the air temperature and the temperature of the mirror. Again, both sensors were in an aspirated radiation shield. Figure 4 shows values of air temperature, $R_{Hi}$, and $R_{Hi}$ obtained with this instrument. This Antarctic record is not as long, but we see the same trends we find during SHEBA: In the fall, $R_{Hi}$ is about 80%, while $R_{Hi}$ is near 100% on average.

[17] Table 1 summarizes the monthly averages of air temperature, surface temperature, $R_{Hi}$, and the standard deviation of $R_{Hi}$ for the data depicted in Figures 1–4. We can use a Student’s t-statistic to calculate a 99% confidence interval for the monthly mean relative humidities. Since each monthly mean derives from about 700 observations, the 99% confidence interval for the mean $(R_{Hi})$ is, in general, approximately $R_{Hi} \pm 0.1s$, where $s$ is the tabulated sample standard deviation. Because we have so many observations each month, the 99% confidence interval about $R_{Hi}$ is fairly small, typically $\pm 0.3%$ for the
SHEBA data and somewhat larger for the ISW data. Thus, although 100% is not always within the 99% confidence interval for each monthly mean, the data do suggest that the relative humidity with respect to ice is above 95% in all seasons.

Table 1 has one curious feature. For the coldest months of SHEBA, December, January, and February, the relative humidity measured at the main tower is significantly above 100%, while humidities measured at the PAM stations and on the SPO towers are significantly below 100%. In most other months, the three sensors are quite compatible. Later, we will ascribe this difference in humidities during the coldest months to differences in the behaviors of the sensors on the main tower and on the PAM stations and on the SPO towers.

3. A Simple Water Vapor Model

The data shown in the last section and all the other SHEBA humidity data that we have not shown make the same point: Near-surface water vapor over polar sea ice is always near its saturation value with respect to ice. Admittedly, the water vapor in immediate contact with a snow or sea ice surface is in equilibrium with respect to ice saturation [e.g., Andreas, 1986; Andreas and Cash, 1996]. But why does vapor a few meters above the surface still have a density defined by ice saturation? After all, the near-surface relative humidity over the ocean—another extensive saturated surface—is not always 100% with respect to water saturation [e.g., Hsiung, 1986]. Something seems fundamentally different about moisture processes in the polar marine atmospheric boundary layer (ABL).

We hypothesize that open leads and polynyas explain the near saturation over Arctic and Antarctic sea ice. Leads and polynyas are areas of open water surrounded by insulating ice. In a nutshell, they expose relatively warm ocean water to the cold atmosphere. This warm water gives up water vapor to the atmosphere much more rapidly than does the colder surface of the surrounding sea ice. In other words, leads and polynyas could conceivably supply so much vapor that, when spread over the ice-covered areas, this vapor would be far in excess of what could be in equilibrium with the sea ice.

Anderson’s [1993] observations at Halley Station, on the Brunt Ice Shelf, Antarctica, support this hypothesis. He found good correlation between episodes of fog under westerly wind at Halley with the occurrence of a coastal polynya in the Weddell Sea a few tens of kilometers upwind. We, therefore, develop a very simple model of the moisture exchange from open leads and polynyas.

Both sea ice and the surface water in leads and polynyas exchange water vapor with the atmosphere. We model those water vapor fluxes over leads and over sea ice, $E_w$ and $E_i$, respectively, as

$$E_w = U_{10} C_{E10w} \left( \rho_{w10} - \rho_{i10} \right). \quad (3.1)$$

$$E_i = U_{10} C_{E10i} \left( \rho_{i10} - \rho_{i10} \right). \quad (3.2)$$

Here, $C_{E10w}$ and $C_{E10i}$ are the bulk transfer coefficients for water vapor over open leads and over sea ice appropriate at a reference height of 10 m. $\rho_{w10}$ is the density of water vapor in saturation with a water surface with temperature $T_w$ and $\rho_{i10}$ is the water vapor density in saturation with sea ice with surface temperature $T_i$. Finally, we assume the leads are small enough not to create any mesoscale flow; as a result, we can assume the wind speed and water vapor density at 10 m, $U_{10}$ and $\rho_{w10}$, to be the same over the sea ice and the leads. 

For the sake of simplicity, we also assume that $C_{E10w} = C_{E10i} \equiv C_{E10}$. For the neutral-stability transfer coefficients, this is a fairly good assumption; that is, compare the values for each reported by Andreas and Murphy [1986] and Andreas [1987]. $C_{E10w}$ and $C_{E10i}$ denote stability-corrected values, however. Since the air over leads can be quite unstable, the stability correction for $C_{E10w}$ especially, could...
make it significantly larger than the neutral-stability value $C_{E10i}$. Likewise, the stable stratification typical over compact sea ice could significantly reduce $C_{E10i}$ compared to its neutral-stability value $C_{E10i}$. We show in the Appendix A, however, that, even if $C_{E10w}$ is a factor of two larger than $C_{E10i}$, this difference only enhances our essential results.

Consider a polar ABL of height $h$ over a surface comprising open leads of fractional area $a$ and sea ice of fractional area $1/C_0 a$. Both surfaces are exchanging water vapor with the atmosphere at rates given by equations (3.1) and (3.2). If the vapor within the boundary layer is well mixed and has density $r_{v10}$, and if we ignore advection and vapor exchange through the top of the boundary layer, $r_{v10}$ evolves with time $t$ according to

$$\frac{d r_{v10}}{d t} = \frac{1}{\tau} \left( (1-\alpha) \rho_{v10} + \alpha (\rho_w - \rho_{v10}) \right).$$  \hspace{1cm} (3.3)

Andreas and Makshtas [1985] and Andreas [1988] previously used the mosaic technique [e.g., Vihma, 1995], represented by the right side of equation (3.3), to compute area-averaged fluxes over sea ice.

Notice that the second term in brackets in equation (3.3) is almost always a source of water vapor since $\rho_w$ is generally much larger than $\rho_{v10}$. The exception may be in the summer, when the polar marine ABL can be slightly above freezing. The first term in brackets, on the other hand, can be either a source or a sink for water vapor, depending on the sign of $(\rho_{v10}) - \rho_{v10}$.

For clarity, we rewrite equation (3.3) as

$$\frac{d \rho_{v10}}{d t} = \frac{1}{\tau} \left( (1-\alpha) \rho_{v10} + \alpha (\rho_{w10} - \rho_{v10}) \right).$$  \hspace{1cm} (3.4)

where

$$\tau = \frac{h}{U_{10} C_{E10}},$$  \hspace{1cm} (3.5)

which has units of time.

Without losing any generality, we can assume as a boundary condition that $\rho_{v10} = 0$ at $t = 0$. The solution to equation (3.4) is, thus,

$$\rho_{v10}(t) = \left( 1-\alpha \right) \rho_{v10} + \alpha (\rho_{w10} - \rho_{v10}) \left[ 1 - \exp \left( -t/\tau \right) \right],$$  \hspace{1cm} (3.6)

or

$$\rho_{v10}(t) = \rho_{v10} \left( 1+ \alpha \left( \frac{\rho_{w10} - \rho_{v10}}{\rho_{v10}} \right) \right) \left[ 1 - \exp \left( -t/\tau \right) \right].$$  \hspace{1cm} (3.7)

4. Model Implications

4.1. Over Sea Ice

Equation (3.7) shows that, in our simple model, the timescale $\tau = h/(U_{10} C_{E10})$ governs the rate at which the polar ABL comes to equilibrium with the surface. With stability corrections included, $C_{E10}$ could range between $1.0 \times 10^{-2}$ and $2.0 \times 10^{-2}$ [e.g., Andreas and Murphy, 1986; Andreas, 1987].

Figure 5 shows the distribution of the wind speed at 3 m ($U_3$) that we measured with a sonic anemometer on the main 20-m tower during SHEBA. The mode wind speed was between 2 and 4 m/s in all seasons, and $U_3$ was less than 8 m/s 90% of the time.

From observations with a tethered radiosonde, using the critical Richardson number as a criterion, Andreas et al. [2000; see also Andreas, 1998] found the height of the ABL over Antarctic sea ice during the ISW observations to be 20–400 m in the fall. Analyses by Kahl [1990] and Serreze et al. [1992] of archived radiosounding data from in and around the Arctic Basin suggest that the top of the atmospheric inversion, $z_i$, over the Arctic Ocean might be as high as 800 m in some seasons. Although $z_i$ is often used as an indicator of the top of the ABL and thus as a surrogate for $h$, for a stable boundary layer, this is not always a valid practice. In a stable ABL, the $h$ in our model equation (3.3) refers to the near-surface atmospheric region that is at least intermittently turbulent [Mahrt, 1981; Zilitinkevich and Mironov, 1996]. From their Antarctic observations,
Andreas et al. [2000] found that \( h \) is typically half of \( z_i \), Skony et al. [1994], Walden et al. [1996], and Mahesh et al. [1997] also suggested that, because of constraints like sensor response, ascent rate, and available technology, older radiosonde systems may not have had the resolution to measure \( z_i \) accurately. Cliffe et al. [1994] documented similar results when they compared measurements from the ISW tethered radiosonde and a free-flying Vaisala Micro-CORA radiosonde. The upshot is that the Arctic inversion heights reported by Kahl and Serreze et al. likely are at least a factor of two larger than \( h \).

[31] Finally, for the stable ABL common over sea ice surfaces, \( h \) and \( U_{10} \) are correlated, with smaller \( h \) associated with lower wind speeds, and larger \( h \) associated with higher wind speeds [e.g., Zilitinkevich and Mironov, 1996]. Thus, during SHEBA, the ratio \( h/U_{10} \) was likely between 10 and 50 s.

[32] Consequently, the probable range of \( \tau \) is 2–13 hours. That is, the vapor density within the ABL responds fairly quickly to surface conditions. In particular, \( \tau \) is comparable with or shorter than the time required for a newly opened winter lead to freeze over enough to significantly curtail its flux of water vapor [e.g., Makshtas, 1991, p. 26 ff. and Figure 20; Gow et al., 1990; Wettlaufer et al., 2000]. Because Arctic ABL quantities frequently show very little diurnal signal, \( \tau \) is also much shorter than the only other relevant Arctic timescale: the duration of synoptic systems, which is typically four days.

[33] Given enough time—about 3\( \tau \)—is sufficient—the 10-m vapor density predicted by equation (3.7) will reach the asymptotic limit

\[
\rho_{v10,\text{lim}} = \rho_v \left[ 1 + \alpha \left( \frac{\rho_{sw}}{\rho_v} - 1 \right) \right].
\]  

(4.1)

If \( T_i \) and \( T_{10} \), the air temperature at 10 m, are the same, \( \rho_{v10,\text{lim}}/\rho_v \) represents the relative humidity at 10 m figured with respect to saturation over ice. Hence, even without leads (that is, if \( \alpha = 0 \)), \( \rho_{v10,\text{lim}}/\rho_v \) = 1. In other words, without leads, \( \rho_{v10,\text{lim}} \) differs from the ice saturation value only if \( T_i \) and \( T_{10} \) differ. They could differ by a couple of degrees in very stable stratification. But because large differences are rare (see Table 1), and since the timescale of the vapor exchange is short, \( \rho_v \) will generally be near the ice saturation value at \( T_{10} \).

[34] Let us look further at the quantity \( \rho_{sw}/\rho_v \), however. This can be very large and often comparable to 1/\( \alpha \). We compute the vapor density at temperature \( T \) (in °C) as

\[
\rho_v(T) = \frac{100 e M_w}{R(T + 273.15)},
\]  

(4.2)

where \( M_w (= 18.0160 \times 10^{-3} \text{ kg/mol}) \) is the molecular weight of water, \( R (= 8.31441 \text{ J/mol °C}) \) is the universal gas constant, and the 100 provides a vapor density in kilograms per cubic meter when the vapor pressure \( e \) is in millibars.

[35] From equations (2.2), (2.3), and (4.2), we see

\[
\rho_{sw}/\rho_v = \left( \frac{T_i + 273.15}{T_w + 273.15} \right) \exp \left( \frac{17.966T_w}{T_w - 247.15} + \frac{22.452T_i}{T_i + 273.15} - \frac{22.452T_i}{T_i + 273.15} \right) 
\cdot (1 - 0.000537S),
\]  

(4.3)

where, for practical purposes, we have taken

\[
(1.0007 + 3.46 \times 10^{-6} P)6.1121
\]

\[
(1.0003 + 4.18 \times 10^{-6} P)6.1115 \approx 1.
\]  

(4.4)

The yet unexplained term at the end of equation (4.3) accounts for how salinity (in psu) depresses the saturation vapor pressure over seawater [e.g., Roll, 1965, p. 262].

[36] For most of the year, the temperature of the surface water in leads and polynyas is at its salinity-determined freezing point, about \(-1.8^\circ\text{C}\). This is \( T_w \). The ice surface, however, can be much colder. Figure 6 shows \( \rho_{sw}/\rho_v \) computed from equation (4.3) as a function of \( T_i \). Clearly, this ratio can be large. For \( T_i = -10^\circ\text{C} \), it is 1.96; for \(-20^\circ\text{C}, 4.75\); for \(-30^\circ\text{C}, 12.4\); and for \(-40^\circ\text{C}, 35.2\).

[37] We do not have a definitive estimate for the lead fraction \( \alpha \) for any season or Arctic or Antarctic locale, although Perovich et al. [2002] report some observations of lead fraction in the vicinity of the SHEBA camp between May and October 1998. The common wisdom is that, in winter, \( \alpha \) is between 1 and 5% in the Arctic [e.g., Gloersen et al., 1992]. For \( T_i = -20^\circ\text{C} \) and \( \alpha = 5\% \), from equation (4.1) \( \rho_{v10,\text{lim}} = 1.19\rho_v \). Even if \( \alpha \) is only 1%, at \( T_i = -20^\circ\text{C} \), \( \rho_{v10,\text{lim}} \) is still 1.04\( \rho_v \). For \( T_i = -30^\circ\text{C} \), the corresponding values of \( \rho_{v10,\text{lim}} \) for \( \alpha = 5\% \) and \( \alpha = 1\% \) are 1.57\( \rho_v \) and 1.11\( \rho_v \). Table A1 lists these values as well as calculations for other conditions.

[38] Since leads will stay unfrozen longer at higher temperatures, we expect \( \alpha \) to be larger at the higher temperatures. For example, when \( T_i \) averages \(-5^\circ\text{C}, \alpha \) is probably no smaller than 5% [Perovich et al., 2002]. Here then, \( \rho_{v10,\text{lim}} = 1.02\rho_v \). That is, there is a regulating mechanism in equation (4.1) that tends to keep \( \rho_{v10,\text{lim}} \) high. At low temperature, \( \alpha \) may be small but \( \rho_{sw}/\rho_v \) is large. Conversely, at higher temperatures, \( \alpha \) tends to be larger but \( \rho_{sw}/\rho_v \) is smaller.

[39] Equations (3.7) and (4.1) also imply that, as the ABL approaches equilibrium, the water vapor that the leads give
up is condensing on the sea ice. That is, eventually, $\rho_{v,10} > \rho_{vi}$. With their large-eddy simulation of the plume downwind of a 200-m-wide lead, Glendening and Burk [1992] actually saw this transfer of heat from the lead to the downwind ice surface. Dare and Atkinson [1999] demonstrated this same turbulent transfer of heat from open water to downwind ice with their numerical model of a 10-km-wide polynya.

[40] Most of our discussion so far has implicitly focused on the winter situation—when the ice is much colder than the open water. But our simple model forecasts relative humidities near ice saturation in the summer, too.

[41] In the height of the Arctic summer during SHEBA (namely, August 1998), all surfaces were wet; and the fraction of open water $\alpha$ was about 18% [Perovich et al., 2002]. That is, the ice surface now had a temperature of 0°C. The water in the leads had also warmed to about 2°C and had freshened to a salinity of about 2 psu (C. A. Paulson, personal communication, 2000). Inserting these values—$T_i = 0°C$, $T_w = 2°C$, and $S = 2$ psu—in equation (4.3), we find that $\rho_{vw}/\rho_{vi} = 1.15$. Consequently, from equation (4.1) with $\alpha = 0.18$, the relative humidity with respect to ice saturation seeks a limit of 103% in August.

[42] In essence, the warm leads are now pumping out water vapor even more rapidly than in winter and also cover more area. The ice surface, however, is fixed at 0°C and is, thus, still slow to accept this vapor. As a result, in summer, the ABL still tends to have a relative humidity near ice saturation (which, near 0°C, is also equivalent to water saturation). We see this in Figures 1–3, where the relative humidity with respect to ice is near 100% in the height of summer (say, 15 August 1998, SHEBA day 592).

[43] In summary, because of the leads, there is more than enough water vapor available to keep the ABL saturated with water vapor if the saturation value is computed with respect to ice (which it should be since ice is the dominant water phase in virtually all seasons). And supersaturation becomes more likely with increasing lead fraction and decreasing ice surface temperature [cf. King and Anderson, 1999]. Yes, significant supersaturation. Figures 1–4 show occasional relative humidities significantly exceeding 100%. All our instruments showed such episodes, usually simultaneously. With our model suggesting that there is water vapor available to provide such supersaturation, we can no longer doubt such measurements.

[44] After all, to prevent supersaturation, the atmosphere must provide a sink for the excess vapor. The two main sinks for water vapor in the ABL over sea ice are condensation on the surface and condensation as water droplets or ice crystals on cloud condensation or ice nuclei. Our modeling suggests that transfer to the ice surface does not seem rapid enough to entirely relieve the supersaturation. And Andreas et al. [1981] demonstrated that, when water vapor from leads is involved, the number of available condensation nuclei can indeed limit the rate at which water vapor is converted to water droplets. Similarly, King and Anderson [1999] explained that the limited availability and slow growth of crystals on ice nuclei can allow supersaturation with respect to ice to persist for many hours.

[45] In other words, our casual and formal observations are starting to fit together: the frequent fog, the low clouds, ubiquitous rains of “diamond dust” [Ohtake et al., 1982], all the SHEBA humidity sensors showing relative humidities with respect to ice continually near 100% and often higher, the continual rime and frost forming on all our equipment. Open leads are providing enough water vapor to saturate the polar marine ABL routinely.

4.2. Over the Open Ocean

[46] In contrast, if we set $\alpha = 1$ in equation (3.6), we have the open ocean case:

$$\rho_{vw} = \rho_{vy} [1 - \exp(-t/\tau)]. \quad (4.5)$$

Here $\rho_{vw}$ is the density of water vapor in equilibrium with ocean surface water at temperature $T_w$ which, of course, be significantly above −1.8°C.

[47] The relevant timescale in equation (4.5), $\tau$, is still given by equation (3.5); but the values of $h$, $U_{10}$, and $C_{E10}$ will be different than for the polar case. For example, the height of the marine boundary layer (MBL) is usually at least 200 m. From measurements during AMTEX (Air Mass Transformation Experiment) in the East China Sea in February 1975, Wyngaard et al. [1978] found MBL heights between 680 and 1900 m. Off the California coast in September and October 1976 during CEWC (Cooperative Experiment in West Coast Oceanography and Meteorology), Davidson et al. [1984] observed MBL heights roughly between 200 and 800 m. If we assume that cloud base corresponds approximately to the height of the MBL, we find in the summary by White et al. [1995] of results from five different experiments in various seasons that the height of the MBL is typically between 200 and 1400 m. Finally, our (i.e., P. S. G.) unpublished radiosounding observations over the Labrador Sea in February and March 1997 reiterate that the MBL typically has a mean height well over 1000 m.

[48] Although the value of $C_{E10}$ over the ocean at neutral stability is nearly what it is over leads and polynyas, $1 \times 10^{-3}$ [DeCosmo et al., 1996; Fairall et al., 1996a], the MBL is usually unstably stratified. As a consequence, $C_{E10}$ will be slightly larger than its neutral-stability value [e.g., Smith, 1988]. We use $C_{E10} = 1.5 \times 10^{-3}$. Finally, $U_{10}$ can range from 0 to 75 m/s and higher. For demonstration purposes, though, we take $v$ as 5–10 m/s [e.g., Hsiung, 1986]. Therefore, we estimate that $\tau$ may range from 4 to 40 hours over the open ocean.

[49] Besides the difference in timescales for reaching equilibrium between the polar seas and the open ocean, an equally important consideration is entrainment at the top of the ABL. We do not include entrainment as either a source or a sink in our simple ABL model (equation 3.3). This is probably a fairly accurate assumption for the polar ABL since the prevalent stable stratification would tend to limit exchange across the top of the boundary layer. In fact, if exchange did occur, it would generally moisten the ABL since the temperature is usually higher and the specific humidity is, consequently, also higher above the polar ABL than within it. Over the open ocean, on the other hand, the specific humidity above the MBL is usually lower than within the boundary layer [e.g., Wyngaard et al., 1978], and entrainment at the top of the boundary layer plays an important role in the heat and moisture budgets within the boundary layer [e.g., Davidson et al., 1984]. That is, for the
MBL, entrainment commonly lowers $\rho_{v10}$ beyond what equation (4.5) would predict.

[50] In summary, polar and marine boundary layers have distinct differences that explain why the former can sustain near-surface relative humidities near saturation while the latter cannot. First, the timescale of the evolution of the ABL over the ocean is longer than it is over polar sea ice, primarily because the boundary layer is deeper. As a result, since the open ocean commonly experiences diurnal forcing that manifests as warming of the sea surface during the day and cooling at night [Fairall et al., 1996b; Donlon and Robinson, 1997], $\rho_{v10}$ may not often reach its asymptotic limit. Second, entrainment at its top tends to dry the MBL. Finally, the surface heterogeneity of the ice-covered ocean, even in summer, is also crucial. In winter, the surface temperatures of a sea ice environment can range over 40°C; in summer, they range over a few degrees. Ocean surface temperatures in a given area, in contrast, vary only by tenths of a degree from place to place. Comparing equation (4.5) with equation (3.7) shows that, as a result, the MBL has no way to concentrate the available water vapor as the boundary layer over sea ice does.

5. Instrumental Considerations

[51] Measuring humidity at subzero temperatures is a notorious problem. In fact, Makkonen [1996] contends that it is impossible to measure relative humidity accurately at temperatures below 0°C with unheated, solid-state sensors, such as the Vaisala sensors we used at SHEBA. Although we experienced difficulties with our humidity measurements during both SHEBA and ISW, as we will explain, we are not this pessimistic about subzero humidity measurements.

[52] Anderson [1994] plotted RH$_i$ versus air temperature measured with a Vaisala HMP35A sensor at Halley Station. The humidity sensor in this HMP35A was a Humicap. His data show a dramatic undersaturation with respect to ice that increases as air temperatures fall farther and farther below −25°C. Figures 7–9 show representative, similar plots of our measurements during SHEBA.

[53] The data from the Vaisala HMD50Y and HMD50U sensors on the PAM stations and on the SPO towers in Figures 8 and 9, respectively, are similar to Anderson’s [1994] results. Anderson’s instrument, however, used a Humicap to measure humidity, while the PAM and SPO instruments used Intercaps. The curious double tongue at low temperatures in the Atlanta data results, we believe, because several different humidity sensors—obviously with different response characteristics—were switched in and out of that PAM station.

[54] The five Vaisala HMP235 sensors on our main tower, as represented by Figure 7, show the opposite trend at low temperature, however. For these, the measured RH$_i$ values increase progressively above 100% as the temperature falls, in contrast to the behavior that Anderson [1994]
Various Temperature Ranges From Both SHEBA and Ice Station Weddell nearly as coherent as are the data from the main tower.

Figure 10 suggests supersaturation with respect to ice at very low temperatures, as does Figure 7, the data do not seem to be nearly as coherent as are the data from the main tower.

Another calibration of two SHEBA Flux-PAM HMD50Y humidity sensors made in the NCAR Sensor Calibration Laboratory expressly for this paper confirmed the behavior of the sensor depicted in Figure 8. These sensors were exposed to a flow at ice saturation for temperatures from 0°C to −38.5°C. Both sensors increasingly underestimated the relative humidity with respect to ice saturation by amounts compatible with the values in Figure 8 as the temperature fell from −20°C to −38.5°C.

We can only speculate that the sensor aspiration or the design of those humidity sensors were Humicaps, like Anderson’s. This ISW observation thus suggests a caveat to our conclusions. In ice-edge regions, under strong on-ice advection, boundary layer air may require transit over several hundred kilometers for the near-surface relative humidity to reach ice saturation. Our one-dimensional model simply does not represent this advective situation; another (advective) timescale comes into play. For example, an air mass moving at 10 m/s takes only about 3 hours to travel 100 km. Since this time is near the small end of the range we discussed in section 4, we have little basis to assume that, within a couple hundred kilometers of the ice edge, the near-surface relative humidity is near ice saturation for strong on-ice winds.

Table 2. Averages of Air Temperature (T<sub>a</sub>). Relative Humidity With Respect to Ice (RHi), and the Standard Deviation of RH<sub>i</sub> (S.D.) for Various Temperature Ranges From Both SHEBA and Ice Station Weddell

<table>
<thead>
<tr>
<th>Temp. interval, °C</th>
<th>SHEBA</th>
<th>Ice Station Weddell</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Main Tower, 3 m</td>
<td>PAM at Atlanta</td>
</tr>
<tr>
<td></td>
<td>No.</td>
<td>T&lt;sub&gt;a&lt;/sub&gt;</td>
</tr>
<tr>
<td>[−45, −40]</td>
<td>28</td>
<td>−40.83</td>
</tr>
<tr>
<td>[−40, −35]</td>
<td>540</td>
<td>−36.95</td>
</tr>
<tr>
<td>[−35, −30]</td>
<td>825</td>
<td>−32.84</td>
</tr>
<tr>
<td>[−30, −25]</td>
<td>636</td>
<td>−27.68</td>
</tr>
<tr>
<td>[−25, −20]</td>
<td>790</td>
<td>−22.26</td>
</tr>
<tr>
<td>[−20, −15]</td>
<td>897</td>
<td>−17.61</td>
</tr>
<tr>
<td>[−15, −10]</td>
<td>390</td>
<td>−12.86</td>
</tr>
<tr>
<td>[−10, 0]</td>
<td>582</td>
<td>−7.30</td>
</tr>
<tr>
<td>[0, 5]</td>
<td>980</td>
<td>0.45</td>
</tr>
</tbody>
</table>

*The column headed No. shows the number of hourly observations in each temperature interval.
day 610. The step decrease in relative humidity at this time in Figure 3 resulted from this change in sensors. The supersaturations measured by the SPO sensors at temperatures between $-5^\circ$C and $0^\circ$C, as shown in Table 2 and in Figure 11, result from this cluster of (presumably) erroneous values. This behavior of the SPO sensors late in the experiment is also consistent with their behavior during the post-experiment calibration. But because these SPO sensors agree well with the PAM sensors earlier in the experiment, when the temperatures were lower, we believe their calibration drifted late in the experiment—probably beginning around SHEBA day 500.

[61] At temperatures below $-25^\circ$C, Table 2 shows the averages diverging, with the main tower and ISW measurements climbing into supersaturation and the PAM and SPO data falling to significant undersaturation. This divergence explains the difference in monthly averaged humidities between the main tower and the PAM and SPO data for December, January, and February that we pointed out earlier in Table 1.

[62] In Figure 11, we plot the averages from Table 2 and add similar values from the 9-m sensor on our main tower and from the Florida and Baltimore PAM stations, which also had nearly complete SHEBA-long time series. All sensors agree that the average relative humidity with respect to ice is at saturation or is only a few percent below for temperatures between $-25^\circ$ and $0^\circ$C.

[63] Below $-25^\circ$C, however, we have two different observational opinions as to what the relative humidity is. The fact that the ISW dew-point hygrometer predicts supersaturation at temperatures below $-25^\circ$C, as do the main tower capacitance sensors, could be viewed as decisive. But we have experienced some difficulty in measuring humidity with the General Eastern 1200MPS at low temperatures; it tends to struggle to establish and maintain a frost layer on its mirror and, thus, frequently oscillates around the nominal frost point. Claffey et al. [1995] documented some unexplained and unusual behavior in an identical 1200MPS deployed only a few centimeters above the snow surface at ISW. Therefore, although other measurements with a dew-point hygrometer at Halley Station [King and Anderson, 1999] showed frequent supersaturations of up to 20%, we are not prepared to say that our measurements showing supersaturation, on average, at temperatures below $-25^\circ$C are correct.

[64] In fact, Makkonen [1996] and King and Anderson [1999] argue that an unheated, solid-state sensor, like ours at SHEBA, cannot possibly measure relative humidities above ice saturation at subzero temperatures. The cold sensor simply nucleates ice crystals and, thus, removes the supersaturation.

[65] To resolve the observational discrepancies in Figure 11, we made yet another, more recent, series of calibrations in the NCAR facility using three HMP235 sensors from the ASFG tower and one HMD50Y sensor from the Flux-PAM stations. We performed several series of test during which we exposed the sensors to an airflow at ice saturation (maybe even supersaturation) in temperature steps of about $5^\circ$C between $+7^\circ$C to $-48^\circ$C. At each new temperature, we gave the calibration chamber between 1 and 3 hours to stabilize before recording the relative humidities that the sensors measured.

[66] These calibration data basically mirror the HMP235 and HMD50Y traces in Figure 11. That is, the HMP235 sensors showed RH values above 100% at temperatures below $-25^\circ$C to $-30^\circ$C, and the HMD50Y sensor yielded RH values that fell increasingly below 100% for temperatures below $-25^\circ$C.

[67] The one unequivocal conclusion from these tests is that the relative humidity measurements we made at air temperature below $-25^\circ$C with HMD50Y (on the Flux-PAMs) and HMD50U (on the SPO towers) sensors during SHEBA are biased low—perhaps, by as much as 10% in...
relative humidity with respect to ice at −40°C. In light of the averages given in Tables 1 and 2, this result reconfirms our main conclusion that the near-surface relative humidity over sea ice is always near 100% with respect to ice saturation.

[68] Even with these new calibrations, however, we are still unsure how to interpret data from the HMP235 sensors on the ASFG tower. Because the calibration chamber could have been supersaturated, and because the three HMP235 sensors that we calibrated showed supersaturations with respect to ice of 3–6% at −40°C, as do the field data depicted in Figures 7 and 11, we cannot judge whether the HMP235’s are biased high or whether supersaturations of 3–6% are, indeed, the norm over sea ice at −40°C.

[69] There are good arguments why supersaturation with respect to ice can exist. For example, during SHEBA, we experienced frequent episodes of liquid-water fog at air temperatures well below 0°C. Since the near-surface air over sea ice is usually close to the temperature of the sea ice, the fog droplets will be also. Suppose that temperature is −15°C. If the fog is to persist, the near-surface vapor pressure must be approximately 1.92 mb (figured with respect to water). The vapor pressure at ice saturation, however, is only 1.66 mb. Thus, in a supercooled fog, the relative humidity can be significantly above ice saturation.

[70] Although our simple ABL model also suggests the increasing likelihood for supersaturation as the temperature falls, we nevertheless prefer to be somewhat conservative. The consensus of the seven sensors represented in Figure 11 is that the near-surface relative humidity with respect to ice is very near 100% and that there is no strong trend with temperature for temperatures between −25°C and 0°C. Consequently, we assume—in the face of ambiguous data—that the relative humidity remains near 100% over sea ice for air temperatures down to −45°C.

[71] Anderson [1994] used exactly this assumption to apply a linear correction to his humidity data from Halley, which, as we explained, looked like Figures 8 and 9. A true linear correction would be expressed as

\[ \text{RH}_{\text{true}} = a \text{RH}_{\text{meas}} + b, \]  

(5.1)

where RH_{meas} is the measured relative humidity with respect to ice saturation, and RH_{true} is the (presumably true) corrected humidity. To accomplish this correction, Anderson assumed that the highest measured humidity at each temperature corresponded to 100%. That is, he had only one calibration point and, consequently, could evaluate only a or b in equation (5.1), not both. He chose to set the gain a to 1 and to evaluate b. In other words, he simply added a constant offset b, determined from the highest RH_{meas} at each temperature, to all relative humidities measured at that temperature. An equally justifiable procedure would be to set b = 0 and to evaluate a from the same information. Because of the obvious arbitrariness of either procedure, we prefer to simply assume that the average relative humidity for temperatures below −25°C is at ice saturation.

6. Conclusions

[72] Although the Arctic ABL is “dry” in the sense that it has low absolute humidity by midlatitude standards, its relative humidity is very high—often exceeding saturation with respect to ice. This latter fact is pertinent to matters with which SHEBA is concerned—namely, clouds and fog. We documented this high relative humidity with respect to ice saturation with multiple sensors deployed for a year during SHEBA. Likewise, another long time series from Ice Station Weddell documents the same humidity behavior over Antarctic sea ice. We infer that these two experiments represent typical ABL conditions over perennial sea ice in both the Northern and Southern Hemispheres.

[73] Using a simple time-dependent budget model, we attributed this high relative humidity to the influence of open leads and polynyas. Quite simply, because leads have a relatively warm surface, they give off water vapor much more rapidly than ABL processes can remove it. And we had to assume lead coverage of no more than 5% to see this result. Thus, despite suggestions to the contrary in such venerable sources as Maykut’s [1978] study, the polar marine boundary layer is virtually always near saturation with respect to ice.

[74] Two conclusions from our modeling explain why the marine boundary layer, which overlies another saturated surface, is not also routinely near saturation. First, the ocean surface is not as heterogeneous as is perennial sea ice; it does not have embedded within it small areas that are pumping water vapor into the ABL at a rate much faster than the remaining surface can accept it. Second, the timescale for water vapor over sea ice is shorter than the timescale for oceanic water vapor, primarily because the polar ABL is thinner. Synoptic processes are thus not throwing the polar ABL out of equilibrium as often. Also the oceanic timescale is comparable to the diurnal period, while polar sea ice regions rarely experience diurnal forcing.

[75] We do, however, identify persistent shortcomings in our humidity measurements at air temperatures below −25°C. As a result, we do not know whether any of our relative humidity measurements are reliable at these temperatures and are certain that those made with Vaisala HMD50Y and HMD50U sensors are biased low. Because all of our sensors reported virtual saturation with respect to ice for temperatures between −25°C and 0°C, however, and because our model likewise implies that ice saturation is easily attainable as temperature falls, we infer that the near-surface relative humidity over sea ice is very near ice saturation down to −45°C.

[76] One obvious use for our result is in estimating the surface vapor flux from polar marine surfaces. Equations (3.1) and (3.2) are the models typically used for this purpose. On the basis of our results, it is now possible to set \( r_{10} \) in equations (3.1) and (3.2) without either an in situ or a remote measurement of humidity. Simply compute \( r_{10} \) from a measurement of the ice surface temperature \( T_i \) or the 10-m air temperature \( T_10 \) and the assumption that the relative humidity is 100% with respect to ice saturation at that temperature.

[77] Likewise, the surface-level vapor pressure is commonly a variable in bulk parameterizations of the incoming longwave radiation in polar regions [e.g., Launiainen and Cheng, 1998; Makshtas et al., 1999]. In light of our results, however, it is not necessary to measure humidity to use...
Table A1. Values of the Limiting 10-m Absolute Humidity Based on Equation (4.1) (i.e., \(r_{v10,\text{lim}}\)) and on Equation (A4) (i.e., \(r'_{v10,\text{lim}}\)) for \(C_{E10w}/C_{E10i} = 2^a\)

<table>
<thead>
<tr>
<th>(T_p), °C</th>
<th>(\alpha), %</th>
<th>(r_{v10,\text{lim}}) (a/C_0)</th>
<th>(r'_{v10,\text{lim}}) (a/C_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5</td>
<td>5</td>
<td>1.02</td>
<td>1.03</td>
</tr>
<tr>
<td>-10</td>
<td>1</td>
<td>1.01</td>
<td>1.02</td>
</tr>
<tr>
<td>-10</td>
<td>5</td>
<td>1.05</td>
<td>1.09</td>
</tr>
<tr>
<td>-20</td>
<td>1</td>
<td>1.04</td>
<td>1.06</td>
</tr>
<tr>
<td>-20</td>
<td>5</td>
<td>1.19</td>
<td>1.36</td>
</tr>
<tr>
<td>-30</td>
<td>1</td>
<td>1.11</td>
<td>1.23</td>
</tr>
<tr>
<td>-30</td>
<td>5</td>
<td>1.57</td>
<td>2.09</td>
</tr>
</tbody>
</table>

\(^a\)Here also, \(\alpha\) is the open water fraction, and \(T_p\) is the surface temperature of the sea ice.

We see that if \(C_{E10w}/C_{E10i} = 1\), equation (A4) reduces to our original solution, equation (4.1).

\[ C_{E10w}/C_{E10i} = 2 \] is the largest likely value of this ratio and, thus, provides the biggest difference between the limits represented by equations (4.1) and (A4). We repeat some of the sample calculations in section 4 with this value. Table A1 shows the results.

Although the denominator in equation (A4) is always larger than 1, \(r_{v10,\text{lim}}/r_{v10}\) is a monotonically increasing function of \(C_{E10w}/C_{E10i}\). Consequently, as Table A1 confirms, for \(C_{E10w}/C_{E10i} > 1\), \(r_{v10,\text{lim}} > r'_{v10,\text{lim}}\). In other words, in the more realistic case, when \(C_{E10w}/C_{E10i} > 1\), the polar marine ABL would have even higher relative humidity than we described in section 4.
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